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There have been several reports in the literature of faster visual lexical decisions to words that are semantically
ambiguous. All current models of this ambiguity advantage assume that it is the presence of multiple unrelated
meanings that produce this benefit. A set of three lexical decision experiments reported here challenge this as
sumption. We contrast the ambiguity seen in wordsdédas, which have multiple unrelated meanings, with words
that have multiple related word senses (&ugsy). In all three experiments we find that while multiple word senses
do produce faster responses, ambiguity between multiple meanings delays recognition. These results suggest th:
while competition between the multiple meanings of ambiguous words delays their recognition, the rich semantic
representations associated with words with many senses facilitate their recogmitiose Elsevier Science (USA)
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Many words are semantically ambiguous, anal coil or spiral to operate by turningto alter
can refer to more than one concept. For exartiie shape ¢fto misconstrue the meaning, tf
ple, bark can refer either to a part of a tree or tavrench or sprainandto squirm or writhe The
the sound made by a dog. To understand sueteaning of this word varies systematically ac-
words, we must select one of these different iwording to the context in which the word is used;
terpretations, normally on the basis of the coifier example, there are important differences be
text in which the word occurs. tween what it mean® twist an ankleompared

Words can be ambiguous in different ways; with to twist the truth However, although the
word like bark has two semantically unrelatedmeaning of the word is ambiguous between
meanings, which seem to share the same writtdrese different interpretations, the interpreta-
and spoken form purely by chance. More contions are closely related to each other both ety
mon than this type of accidental ambiguity is theologically and semantically; this is quite un-
systematic ambiguity between related wortike the ambiguity for a word likbark.
senses. For example, the wandsthas a range  The linguistic literature makes a distinction be-
of dictionary definitions includingp make into tween these two types of ambiguity and refers tc

them as homonymy and polysemy (Cruse, 1986
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polysemous word likéwistis considered to be ameanings; the experiments reported here invest
single word that has more than one sense. Despje whether this assumption is correct.

this linguistic distinction between homonymy and

polysemy, psychologists have often used the two =~ THE AMBIGUITY ADVANTAGE

terms interchangeably (see Klein and Murphy The ambiguity advantagés the finding that
(2001) for a discussion of this issue). visual lexical decisions are faster for words that
All standard dictionaries respect this diStinCare semantica"y ambiguous_ Ear]y reports of ar
tion; Iexicographers decide whether dlﬁererﬁmmgwty advantage came from Rubenstein
usages of the same orthography should corrgarfield, Millikan (1970) and Jastrzembski
spond to different lexical entries, or differen{1981), who found faster visual lexical deci-
senses within a single entry. Many criteria (e.gsions for ambiguous words than for unambigu-
etymological, semantic, and syntactic) havgus words matched for overall frequency. How-
been suggested to operationalize this distinctieier, Gernsbacher (1984) discussed a possib
between senses and meanings. However, itgsnfound between ambiguity and familiarity in
generally agreed that while the polysemy/hahese experiments; words with more than one
monymy distinction appears easy to formulatgneaning are typically more familiar. She found
it can be difficult to apply with consistency andho effect of ambiguity over and above familiar-
reliability; people often disagree about whethéty. Since then, however, several papers have re
two usages of a word are sufficiently related thgbrted an ambiguity advantage in visual lexical
they should be considered to be senses of a pdécision experiments using stimuli that were
ysemous word rather than homonyms (Lyonsontrolled for familiarity (e.g., Azuma & Van
1977, 1981; Kilgarriff, 1992). While there mayOrden, 1997; Borowsky & Masson, 1996; Hino
not always be a clear distinction between thege Lupker, 1996; Kellas, Ferraro, & Simpson,
two types of ambiguity, it is important to re-1988; Millis & Button, 1989; Pexman & Lup-
member that words that are described as semé&gt, 1999). Although these studies vary in the
tically ambiguous can vary between these twmbustness of the effects they report, their cumu
extremes and that our mental representationslafive weight has had the effect of establishing
these two types of words are likely to be verthe ambiguity advantage as an important con
different. straint on theories of lexical representation anc
Semantic ambiguity is very common in laniexical access.
guage, and our ability to understand ambiguousInterestingly, a robust ambiguity advantage
words is an important property of our languagkas only been observed using lexical decision
processing system. Evidence about how ambigber word naming the ambiguity disadvantage
ity affects human language performance can prbas been very unreliable (see Borowsky anc
vide important constraints on models of wordlasson (1996) for a discussion of this issue)
recognition. In particular, models of word recogFurther, on a range of other tasks in which it is
nition have been required to accommodate eviecessary to disambiguate the meaning of th
dence that visual lexical decisions are faster fambiguous word, there is a clear ambiguity dis-
ambiguous words. In this paper, we evaluate tlaelvantage. For example, when eye-movemer
evidence of an ambiguity advantage in the lighheasures are used for reading words in contex
of the distinction between word meanings anand if the context is neutral and the ambiguous
word senses. In particular, we argue that whilword has two meanings of approximately equa
earlier studies in the literature show that semanfiequency, then there is a disadvantage for am
ambiguity can produce a processing advantagebiguous words compared with unambiguous
is not clear whether this is caused by ambiguityords (see Rayner (1998) for a review). Addi-
between multiple word meanings or betweetionally, priming studies have shown that, even
multiple word senses. Despite this, all current ag: an inappropriate context, both meanings of ar
counts of the ambiguity advantage assume thanbiguous word seem to be accessed (Swinne
the advantage is produced by multiple, unrelatd®79; Onifer & Swinney, 1981). Therefore, for
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an ambiguous word presented in a sentence c@esner, 1994; Plaut, 1997; Plaut & Shallice,
text it appears that both meanings of the wortP93). Rather than including localist lexical
are initially activated and that this producesepresentations, these models use distribute
longer reading times for these words. This sugexical representations; each word is repre-
gests that the ambiguity advantage may emergented as a unique pattern of activation across
only in situations where it is not necessary to irset of orthographic/phonological and semantic
tegrate the meaning of the word into a cohereunnits.
semantic representation of a sentence. For thiswithin models of this type, the orthographic
reason, many of the early accounts of the amigiattern of an ambiguous word must be associ
guity advantage assumed that it is a presemardied with multiple semantic patterns correspon:
effect, and that participants are performing theéing to its different meanings. When the ortho-
task without disambiguating the ambiguougraphic pattern is presented to the network, th
word. network will try to simultaneously instantiate
One interpretation of the ambiguity advanthe word’s two meanings across the same set
tage has been that ambiguous words benefiétmantic units. These competing semantic ref
from having multiple entries within the lexicon.resentations will interfere with each other, and
For example, Kellas et al. (1988) assume thdhis interference is likely to increase the time it
words are represented by individual nodetakes for a stable pattern of activation to be pro
within an inhibitory lexical network. They sug- duced. At first glance, therefore, the ambiguity
gest that while the multiple nodes of an amadvantage is inconsistent with the predictions o
biguous word do not inhibit each other, theythese models.
both act independently to inhibit all other com- In response to this inconsistency, there have
peting entries, and this increased inhibition obeen several attempts to show, with varying de
competitors produces the faster recognitiogrees of success, that this class of model ca
times. A related account (e.g., Jastrzembskshow an advantage for ambiguous words. Jool
1981) assumes that the benefit arises from tliens and Besner (1994) and Borowsky anc
presence of noise or probabilistic activation; beMasson (1996) both suggest that because an
cause ambiguous words are assumed to habmguous words have more than one meaning, o
multiple entries, they benefit from having moreaverage the randomly determined initial state
than one competitor in the race for recognitionwill be closer to a valid finishing state for am-
On average, by a particular point in time, one obiguous words, and this could reduce the time i
these competitors is more likely to have reachetdkes for the network to settle. Kawamoto, Far-
the threshold for recognition than a word thatar, and Kello (1994) suggested that if an error-
has only one entry in the race. correcting learning algorithm was used to learn
These accounts of the ambiguity advantagbe mapping from orthography to semantics anc
predict that the effect will be seen for any anthen to compensate for the increased error prc
biguous words whose meanings are sufficientuced by the ambiguous words in the semanti
unrelated that they correspond to separate amits, stronger connections are formed betwee
tries in the mental lexicon; they make no spehe orthographic units. If lexical decisions are
cific predictions about what should happen fanade on the basis of orthographic represente
words with multiple senses, as it is not cledions, then this could improve performance for
whether related word senses would corresporaghbiguous words.
to separate entries within the network. These accounts of how the ambiguity advan-
An alternative view of word recognition istage might arise from a model incorporating dis-
that words compete to activate a representatitnibuted semantic representations all predict tha
of their meaning. Several recent models of bothe effect should be strongest when the mear
spoken and visual word recognition have takengs of the ambiguous words are unrelated. Ir
this approach (Gaskell & Marslen-Wilsonthe proximity advantage account of Joordens
1997; Hinton & Shallice, 1991; Joordens &nd Besner (1994) and Borowsky and Massol
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(1996), the benefit from having two meaningmultiple senses. We have used the entries in Th
will be maximal when the states of semantic a©nline Wordsmyth English Dictionary—The-
tivation corresponding to the two meanings arsaurus (Parks, Ray, & Bland, 1998)s we re-
furthest apart, i.e., when the meanings are g@ort later, the classifications made in this dic-
mantically unrelated. Similarly, according to the&ionary correspond closely to participants’
Kawamoto et al. (1994), the ambiguity advanudgements about the relatedness of the meat
tage is driven by the error produced during thiegs of ambiguous words.
learning of the meanings of ambiguous words. Looking first at the stimuli used by Millis and
Therefore, the effect of ambiguity should b&utton (1989) and Azuma and Van Orden
greatest when this error is maximal, i.e., whef1997), neither study makes the direct contras
the meanings of the ambiguous words are highlhetween ambiguous and unambiguous words
unrelated. words with many meanings are compared with

In summary, all current accounts of the ambivords with few meanings. Words were assignec
guity advantage assume that it is ambiguity bés these groups by counting the number of
tween unrelated meanings that produces the ameanings that participants could provide for
biguity advantage. None of these modelsach word. Crucially, both studies count highly
explicitly predict what the effect of multiple related word senses as separate meanings. Tt
word senses should be. For those models éan be demonstrated by example.
which the benefit arises because of the presencéMillis and Button (1989) ustell as an exam-
of multiple localist lexical entries for ambiguousple of a word that has many meanings. Partici:
words, the presence of a benefit for words withants produced up to four meanings for this
multiple senses will depend on whether multiplevord. These weréo inform to explain to un-
senses are represented as separate entries witldrstand andto relate in detail Although there
the network. Those models that involve distribare clearly important differences between thes
uted semantic representations predict that worftaur definitions, these differences are relatively
with multiple senses may show a processing asldbtle; all four definitions relate to a single core
vantage, but that this should be reduced comeaning of the word, to do with providing infor-
pared with words with multiple meanings. mation. All these definitions are included as

In the following section we analyze in detaibenses within a single entry in the Wordsmyth
the stimuli used in previous studies that showdictionary. This is just one of several examples
robust ambiguity advantage. This may help us tf high-ambiguity items that are ambiguous be-
determine whether the assumption that the arween multiple word senses rather than betwee
biguity advantage reflects a benefit for wordsnrelated word meanings.
that have unrelated meanings is correct, and toWe compared the groups of high- and low-
determine whether multiple word senses magmbiguity words in the two experiments re-
also play a role. In particular, we look in detaiported by Millis and Button (1989) that found a
at the stimuli used by Millis and Button (1989)significant ambiguity advantage, and found that
Azuma and Van Orden (1997), and Borowskthey do not differ in their number of Wordsmyth
and Masson (1996). These are three represergatries {(46) = .5,p > .6) (see Table 1). In con-
tive studies which show robust effects of ambtrast, the two groups of words did differ signifi-
guity. cantly in the total number of senses they are

given in the Wordsmyth dictionary(46) = 4.4,
WORD SENSES AND WORD MEANINGS

As mentioned earlier, lexicographers rou- This particular dictionary was chosen because it reliably
tinely distinguish between word meanings angkparates semantically unrelated meanings into distinct lexi
word senses when they structure dictionary efg! entries, but unlike some other dictionaries it does not re

tries. These dictionary entries provide a sim Iéuire that senses within an entry have the same syntacti
: y P p fass. This reflects the intuitions of participants that mean-

Y_et reliable way to Cla_SSify Word_s as being amygs from different syntactic classes can be highly relateo
biguous between multiple meanings or betwe&nzuma, 1996).



SEMANTIC AMBIGUITY 249

TABLE 1

Mean Number of Dictionary Entries and Senses for Stimuli

Stimulus group Dictionary entries Total senses Dominant meaning sense
Millis & Button (1989) Few meanings 1.2 6.9 6.4
Many meanings 1.3 12.8 11.5
Azuma & Van Orden (1997) Few meanings 1.9 9.6 7.2
Many meanings 1.7 18.6 13.6
Borowsky & Masson (1996) Unambiguous 1.0 6.8 6.6
Ambiguous 1.8 12.1 8.8

p < .001), and in the number of dictionaryn€ss of the different subordinate meanings. Thi
senses of the dominant meaning of each wop@eans that we cannot be certain that the high
(t(46) = 4.0, p < .001)? Therefore, the high- ambiguity words have more meanings that are
ambiguity words used by Millis and Buttonsemantically unrelated than the low-ambiguity
(1989) have more senses than the low-ambigé/ords.
ity words, but crucially, they do not have more Analysis of the dictionary entries for these
unrelated meanings. This suggests that the agiimuli shows a similar pattern to that seen for
biguity advantage seen in this study should e Millis and Button (1989) stimuli. First, the
interpreted as a benefit for words that have ma#yo groups of words did not differ significantly
related word senses, and not a benefit for unri@-th&il’ number of dictionary entries. In fact the
lated meanings. high-ambiguity words have slightly fewer dic-
Azuma and Van Orden (1997) also comparéipnary entries than the low-ambiguity words.
words with few (2—-4) and many (6—10) meanSecond, as with the Millis and Button (1989)
ings. Again, items were assigned to these groupémuli, the high-ambiguity words did have a
on the basis of the total number of meaningignificantly higher total number of senses
provided by participants, and highly related dicwithin these entrie(@3) = 4.6,p < .001) and
tionary senses were counted as separate mednhigher number of senses for the dominan
ings. A different group of participants rated th&eaning of each word(83) = 3.2,p < .005)
relatedness of these meanings. For those wofg&e Table 1).
classed as having unrelated meanings, there wa§inally, let us look at the stimuli used by
a benefit for those with many meanings ovdporowsky and Masson (1996). Their ambiguous
those with few meanings. However, it cannot band unambiguous words were taken from Fera
assumed that these words only have unrelaté@ordens, Balota, Ferraro, Besner (1992), whe
meanings. The relatedness measure used agked participants to rate whether a word had n
Azuma and Van Orden (1997) was derived frofieaning, one meaning, or more than one mear
the relatedness of the words’ dominant meaf?d. This is the same procedure that was used &
ings with each of its subordinate meaning&ellas et al. (1988) and Hino and Lupker
Therefore (as noted by the authors), this medd996). We chose to look in detail at the
ure contains no information about the relatedorowsky and Masson (1996) stimuli because
their result was the one of these where the effec
2For those words with only one entry in the dictionary, thgf ambiguity was statistically significant and be-
dominant meaning was simply this single meaning. F&aUSe they used the largest set of words.
those words with multiple entries in the dictionary, the dom- The stimuli used by Borowsky and Masson
inant meaning was determined by asking a group of 38 p#lt996) appear to provide a clear comparison be
ticipants to provide associates for each word and then sele}ween words that people consider to be ambigu

ing the meaning for which the higher proportion o nd unambi An analvsis of the num
associates were related. This procedure was used byTwiI%Vs’a una guous. analysis of the num

et al. (1994) to produce dominance measures for ambigud@l  Of senses and meanings given in the
words. Wordsmyth Dictionary for the 128 words used
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in their experiment revealed that the two grougsveen word senses and word meanings, it i
of words do differ significantly in their numberlikely that a high proportion of these words will
of dictionary entriest(126) = 7.3,p < .001); show the more common ambiguity between dif-
the ambiguous words had, on average, moferent word senses. Importantly, this explana-:
meanings than the unambiguous words. Howion suggests that any experiment looking at am
ever the two groups of words also differed sigsiguity without explicitly making the distinction
nificantly in their total number of senses withirbetween word meanings and word senses i
these entrieg(126) = 5.6,p < .001) and in the likely to be influenced by this bias.
number of senses that the dominant meaning ofOverall, these analyses suggest that multiple
each word was given in the dictionatf1l@6)= senses, and not multiple meanings, were crucic
2.2,p < .05); again the high-ambiguity wordsin producing the ambiguity advantage. In con-
had more word senses (see Table 1). It is possast, as described above, all current explana
ble that, as with Millis and Button (1989) andions of the ambiguity advantage assume that i
Azuma and Van Orden (1997), the ambiguitis unrelated meanings that produce the proces:
advantage shown by Borowsky and Massadng benefit. We explore the potentially different
(1996) may reflect an advantage for words witeffects of different types of ambiguity in the
large clusters of related word senses. three experiments reported below.

In all three of these studies, the high-ambigu-
ity stimuli have more related word senses than EXPERIMENT 1
the low-ambiguity words. In contrast, only one In this first experiment, lexical decisions for a
of these studies showed a difference in the nuiarge set of ambiguous and unambiguous word
ber of dictionary entries. This is surprising. Thare analyzed using multiple regression analyse
Millis and Button (1989) and Azuma and Varto determine the effects of multiple meanings,
Orden (1997) studies defined high-ambiguitynultiple senses, and meaning relatedness. T
words as those for which participants could getthe extent that different effects emerge for thest
erate many definitions. Therefore we might havfactors, this would provide the basis for further
expected these words to be ambiguous both iimvestigations.
terms of number of senses and number of mean-
ings, and yet they seem to differ only in theiMethod
number of word sense. Why is there a bias in Participants The participants were 25 mem-
their stimuli toward ambiguity between multiplebers of the MRC Cognition and Brain Sciences
meanings rather than multiple senses? Unit subject panel. All had English as their first

We believe that this bias reflects the fact thédnguage and had normal or corrected-to-nor
multiple senses are simply more frequent in theal vision.
language than multiple meanings. This is sup- Stimuli and designOne hundred twenty-four
ported by an analysis of the 4930 entries in tr@mbiguous words were selected to be include
Wordsmyth dictionary that have word-form frein the experiment. One hundred thirteen were
quencies of greater than 10 per million in theaken from the Twilley, Dixon, Taylor, and Clark
CELEX lexical database (Baayen, Piepenbrockl 994) homograph norms. While most of the se-
& Van Rijn, 1993). While only 7.4% of theselected words had only two meanings, a few
word-forms correspond to more than one entmyords with three meanings were included where
in the dictionary, 84% of the entries have morthe third meaning had a meaning probability in
than one sense. Further, 37% of the entries hate Twilley et al. (1994) norms of less than 0.1.
five or more senses. These figures show hdvhe remaining 11 ambiguous words did not ap-
common the systematic ambiguity betweepear in the norms, but were considered to hav
word senses is, compared with the accidentsiimilar properties.
ambiguity between unrelated meanings. There-For half these ambiguous words, the two
fore, when words are selected for an experimemteanings correspond to separate entries i
as being ambiguous, without a distinction behe Wordsmyth dictionary, and are therefore
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ambiguoushetween two meanings according talso given for the unambiguous words to make
the criteria used by lexicographers. The remairthe procedure consistent for the two word
ing ambiguous words were judged to have morgpes. All the associates were taken from asso
than one meaning by Twilley et al. (1994), butiation norms (Twilley et al., 1994; Moss &
these meanings corresponded to a single entry@ider, 1996).

the Wordsmyth dictionary. For these words it is For the relatedness ratings, raters were give
not clear whether their different interpretationgach ambiguous word, together with short def-
should be classed as meanings or senses; theiriimitions of its two meanings, and asked to rate
clusion will allow us to look for effects of the re- how related the two meanings were on a 7-
latedness of the meanings of ambiguous wordspoint scale. Eleven additional ambiguous

Sixty unambiguous words were included inords that according to Azuma (1996) have
the experiment.Only three of the unambiguoushighly related meanings were also included in
words had more than one entry in théhe booklet. These were included to help par-
Wordsmyth dictionary f€og, bus prayer), the ticipants use the whole range of ratings, ac
second entry for these three was considered st of the ambiguous words had highly unre-
be sufficiently obscure that the words could blated meanings.
considered unambiguous. The mean relatedness rating across all partic

All the stimuli were pretested for concreteipants and items was 2.64. This low value re-
ness and familiarity, variables that are known tibects the fact that participants saw many of the
influence visual lexical decisions. Relatednegmirs as completely unrelated; a rating of 1 was
ratings and dominance ratings were also obsed more than any other rating. This is ex-
tained for the ambiguous words. These ratingmcted as these words were all selected to hay
were made by four separate groups of partigireanings that are sufficiently unrelated that
pants who were either members of the MR@ey should be considered separate meaning
Cognition and Brain Sciences Unit subjecand not senses within a single meaning. In al
panel or students at Cambridge University. Eac@nalyses of the response time data, rather the
of these ratings was made by a minimum of 24sing the mean relatedness ratings, the invers
participants. The three variables were rated orofthese values was used; this made the measu
7-point scale as used by Gilhooly and Logienore sensitive to small changes at the lower en
(1980). of the scale.

For the concreteness ratings, participants The dominance scores were derived using
made separate ratings for each of the twibe procedure used by Twilley et al. (1994); a
meanings of the ambiguous words. The wordgoup of 38 participants provided word associ-
appeared in a rating booklet together with ates for each word, and then the associate
word associate. This associate made it cleaere classified in terms of which meaning
which meaning of the word was to be ratedhey were related. The dominance score fol
For each word, an associate was selected feich word was the proportion of valid re-
each of its two meanings (for examplesponses that correspond to its dominant mear
bark—dog and bark-tree). Word associates werey. For example, a score of 1 would be given

to a word with a highly dominant meaning,

. . while a balanced homograph would have a
The imbalance between the number of unambiguous ore of 0.5

words and ambiguous words reflects the fact that this expt§r9 Lo . .
iment was also designed to investigate the effects of the rel- TN€ summary statistics of the stimuli are
ative concreteness of the two meanings using a design siigiven in Table 2; the words themselves are listec

lar to that used by Rubenstein et al. (1970). However tha Appendix A. The nonword stimuli were
analyses of the differences between the groups Sho""ed{?ﬁeudohomophones and had a similar distribu

effects of relative concreteness, but simply revealed a mgin . . .
effect of concreteness and so are not reported here. The hi of Iengths to the word stimuli. We decided

proportion of ambiguous words also increases the set ¥ US€ pseudohomophones following the finding
words used in the analysis of meaning relatedness. of Azuma and Van Orden (1997), who found a
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TABLE 2 ticipants were given a short break after eacl
Experiment 1: Descriptive Statistics for Stimuli block. Each block began with five stimuli not in-
cluded in the analysis.

Unambiguous Ambiguous

N 60 124 Results

Length 5.07 5.00 The data from two participants were removed
Log frequency 5.26 5.49 .

Familiarity 3.91 3.08 from the analysis because they had mean re
Word senses 2.83 7.43  sponse latencies greater than 1000 ms. Individ
Concreteness, meaning 1 5.13 545 yal responses longer than 1200 ms were also ni
Concreteness, meaning 2 . 391 included in the analysis; for the word data this
Mean concreteness 5.13 4.68 o .

Neighborhood 355 484  Mmeant that 1.2% of the data points were re:

moved from the analysis. As recommended by
Ratcliff (1993), all analyses were also per-
significant effect of ambiguity using pseudohoformed on the inverse response times; for thes
mophone nonword foils but not when the foilanalyses, all correct responses were includec
were word-like nonwords. These analyses are only reported where they di
Procedure All the stimulus items were fered in significance levels from the untrans-
pseudorandomly divided into four lists, sucHormed data.
that each list contained approximately the same )
number of words of each stimulus type. Somdultiple Regression Analyses
items were then swapped between lists, to avoid The response time data for all 184 words
having any ambiguous word occurring withinwere entered in a simultaneous multiple regres
the same list as an item that might bias particsion analysis. Ambiguity, number of word
pants toward one of its meanings. Participantsenses, word frequency, familiarity, length, lexi-
were presented with the four lists in a pseudaezal neighborhood, and mean concreteness wel
random order such that each possible order wa#l included as predictors. A summary of the re-
seen by at least one participant. Within the listgression analysis can be seen in Table 3.
the order in which stimulus items were pre- There are two crucial results in this analysis.
sented was randomized for each participant. ARirst, there was a significant effect of ambiguity;
the participants saw all of the stimulus materialsambiguous words were responded to more
For each of the word and nonword stimulislowly than unambiguous words. Second, this
the participants were presented with a fixatioambiguity disadvantage was accompanied by
point in the center of a computer screen for 5Qfignificant benefit for words that have many
ms, followed by the stimulus item. Their taslsenses. All the other predictor variables excep
was to decide whether each item was a word word length also accounted for unique variabil-
a nonword; recognition was signaled with the
dominant hand, nonrecognition with the other

.. TABLE
hand. As soon as the participant responded, the _ 3 . _
word was replaced with a new fixation point Experiment 1: Summary of Regression Analysis
. - . ' for All Words

A practice run, consisting of 30 items not
used in the analysis, was given to familiarizBredictor variable Standardized coefficient t
participants with the task. Each of the four listambiguity 18 2.7%*
was presented in a separate block of trials. Pord senses -7 —2.4*

Frequency —.29 —3.2%*

“We have repeated Experiment 1 using word-like no{:rrgltﬁ rity _2163 _21'96
words. Consistent with the findings of Azuma and VarNeighborhood '34 4'3***
Orden (1997) and Pexman and Lupker (1999) we found Goncreteness ~30 _ g (o

significant, but reduced, effect of ambiguity that was con-
sistent with these results. The effect of relatedness was notNote df = 177, (*)p < .1, *p < .05, *p < .01, ***p <
significant. .001.
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TABLE 4

Experiment 1: Summary of Regression Analysis for
Ambiguous Words

253

were also performed. From the set of 124 ho:
mographs, two sets of 27 homographs were se
lected, containing related and unrelated homo

t graphs respectively. They were selected by
using only those homographs with a relatednes

Predictor variable Standardized coefficient

Frequency —45 —3.9"™  score of either less than 1.9 or greater than 3.2
Familiarity —.10 -.8

Length 18 19¢) A few homographs were then removed so tha
Neighborhood .30 3.0~ the two groups were matched for frequency,
Concreteness —-.21 —2.8* mean concreteness, length and familiarity. It is
Word senses —14 ~17C)  worth noting that even the homographs classi
Relatedness 17 2.3* . . . .
Dominance _ 10 14 fied as having related meanings were not givel

particularly high relatedness ratings (see Ap-
pendix B); the mean relatedness score was 4.
on the 7-point scale. Twenty-three of the 27 un-
related homographs had two meanings corre
ity in response times (the effect of length wasponding to separate Wordsmyth entries, for the
marginal in the analysis of the inverse responselated homographs only three words had twc
times p < .1). entries. This shows a high level of agreemen
A second simultaneous multiple regressiohetween the relatedness judgements made
analysis was then carried out on the responparticipants and the decisions of lexicographer:
times for the 124 ambiguous words in order tabout whether different usages of a word
look for an effect of the relatedness of theishould be classed as separate dictionary entrie
meanings. Dominance scores were also entefeda separate analysis, not reported here, w
in this analysis. A summary of the regressiogrouped the words according to whether they
analysis can be seen in Table 4. As in the earlieave one or two entries in Wordsmyth; this
multiple regression analysis of this data, freshowed a very similar pattern of results to wher
guency, lexical neighborhood and concreteneti®e relatedness rating were used to classify th
accounted for unique variability in responsaords.
times. The effects of word length and number of A group of 43 nonhomographs was selectec
word senses were marginal, and familiarity ditb be matched to the two homograph groups ol
not account for any unique variance in thifrequency, concreteness, length, and familiarity
smaller set of words. The effect of dominanc&he properties of these words are given in Table
was also not significant. Importantly, relateds; the words themselves are given in Appendix
ness did account for unique variability in reB. Although the groups were not matched in ad-
sponse times; ambiguous words were respondeghce for neighborhood sizB;(Colheart, Dav-
to faster when their meanings were judged to kedaar, Jonasson, & Besner, 1977) the words i
semantically related. the three groups did not significantly differ on
, this variablefF,(2,94)= 1.38,p = .2.
Analyses of Variance The response times for these three groups ¢
To provide further evidence for the effects ofvords were submitted to separate ANOVA/AN-
ambiguity and relatedness, ANOVA/ANCOVASCOVA analyses, with items and participants as

Note df = 117, ()p < .1, *p < .05, **p < .01, **p <
.001.

TABLE 5
Experiment 1: Descriptive Statistics for Groups of Related and Unrelated Homographs

Group N Relatedness Log frequency Concreteness  Length Familiarity ~ Neighborhoc
Unrelated 27 1.37 5.46 4.85 5.04 4.03 5.04
Related 27 4.39 5.44 4.80 5.00 3.94 4.52
Nonhomographs 43 5.43 4.84 5.02 3.99 3.16
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the random variables. The mean response timgsonse times for this set of 184 words showed ¢
are given in Table 6. significant ambiguity disadvantage; words with
In the participants analysis, the effect obne meaning were responded to significantly
group was significankE,(2,44)= 4.79,p < .05. faster than words with two meanings. This is in
In the items analysis, using the log-transformegbntrast with previous reports of an ambiguity
frequency, familiarity, mean concreteness, aratlvantage, and suggests that recognition of am
length as covariates, the effect of group wdsiguous words is delayed by competition be-
marginal; F,(2,90) = 2.88,p < .07. Multiple tween their different meanings. Second, this
comparisons were made between the individudisadvantage for multiple meanings was accom:-
groups, using the Newman—Keuls procedurpanied by an advantage for words with multiple
Responses to the group of nonhomographs wesenses. This confirms our suggestion that previ
faster than to the group of homographs with uus reports of an ambiguity advantage shoulc
related meanings; this difference was significalve interpreted as an advantage for multiple
in the participants analysis and marginal in theenses rather than multiple meanings. Finally,
items analysis;0:(3,44) = 4.15, p < .05, the significant effect of relatedness shows that
0(3,90) = 3.22,p < .07. The related homo- the disadvantage for semantic ambiguity is
graphs were significantly faster than the unrenodulated by meaning relatedness, such that i
lated homographs in the participants analysis maximal when the different meanings of the
again, the difference was marginal in the itemsord are semantically unrelated; this replicates
analysis;g,(2,44) = 3.28,p < .05,0,(2,90) = the effect of relatedness seen by Azuma and Val
2.53,p < .08. The difference between the non©rden (1997). The implications of this result
homographs and the homographs with relatexll be discussed in the General Discussion.
meanings was nonsignificant in both analyses
(p > .5). The error data showed no significant EXPERIMENT 2
effect of group in either analysig;(2,44)< 1, Experiment 1 suggests that the two types o
F,(2,92)< 1. semantic ambiguity have very different effects
These results confirm the findings of the rean lexical decision performance. While multi-
gression analysis; homographs with relatgole meanings delay recognition, multiple
meanings are responded to more quickly thaenses produce a processing benefit. This rest
homographs with highly unrelated meaningss clearly controversial; all existing models of
Further, they show that homographs are réhe ambiguity advantage have assumed the
sponded to more slowly than matched nonhoaultiple meanings produce faster visual lexical
mographs only when their meanings are judgetbcisions. Experiment 2 attempts to replicate
to be unrelated. the contrasting effects of ambiguity seen in the
multiple regression analysis of Experiment 1,
using a factorial design to directly compare the
Three interesting results have emerged fromffects of lexical ambiguity and multiple word
this experiment. First, the analysis of the resenses.

Discussion

Method
TABLE 6 o o
Experiment 1: Mean Lexical Decision Times, Analysis Participants The pal’tll(.:lpants Werg 25 r_nem—
Using Relatedness Ratings bers of the MRC Cognition and Brain Sciences
RT (ms) Unit subject panel. All had English as their first
_ language, and had normal or corrected-to-nor
Ambiguity Relatedness ~ Mean SD Error (%) mal vision.

Unambiguous 556 133  4.25 Stimuli and designThe word stimuli were se-

ﬁmg!guous gnlrelaged gg gi 483  lected to conform to a X 2 factorial design
mbiguous elate H H i
Nomwords 636 155 714 where the two factors were ambiguity and num

ber of senses. Words were classed as being u
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ambiguous if they had only one entry in théhat differed from each word by only one letter
Wordsmyth Dictionary (Parks et al., 1998) an¢N; Coltheart et al., 1977) did not differ signifi-

as ambiguous if they had two or more entriesantly between the groups ¢ .3).

Two measures of the number of senses wereThe properties of the words are summarizec
used. These were the total number of woid Table 7; the words themselves are listed in
senses listed in the Wordsmyth dictionary for al\ppendix B. The nonword stimuli were pseudo-
the entries for that word, and the total number diomophones. They were chosen to be as worc
senses given in the WordNet lexical databadi&e as possible and had a similar distribution of
(Fellbaum, 1998). lengths to the word stimuli.

Thirty-two words were selected to fill each Procedure The stimulus items were pseudo-
cell of the factorial design such that the numberandomly divided into four lists; each list con-
of word meanings was matched across each lewained approximately the same number of words
of number of word senses, and the total numbémom each stimulus group. Some items were
of word senses was matched across each leveltbbn swapped between lists, to avoid having any
the number of word meanings. Therefore, unlikambiguous word occurring within the same list
Experiment 1, the numbers of ambiguous ands an item that might bias participants toward
unambiguous words used in this experimerdne of its meanings. Participants were presente:
were equal. Of the words used in this experiwith the four lists in a random order. Within the
ment, 16% were also used in Experiment 1.  lists, the order in which stimulus items were

The four groups of words were matched fopresented was also randomized for each partici
CELEX frequency (log- transformed), lengthpant. All participants saw all of the stimulus
(number of letters), number of syllables, commaterials.
creteness and familiarity. Concreteness scoresFor each of the word and nonword stimuli,
were obtained from a rating pretest in which thiéhe participants were presented with a fixation
words were rated on a 7-point scale by 25 pgpeint in the centre of a computer screen for 50(
ticipants who were members of the MRC Cogmns, followed by the stimulus item. As soon as
nition and Brain Sciences Unit subject pandghe participant responded, the word was re:
and who did not participate in the lexical deciplaced with a new fixation point. Participants
sion experiment. The familiarity ratings werewvere told to decide whether each string of letter:
made on a similar 7-point scale by 23 particwas a real English word, and to respond a:
pants from the same population. The groummiickly as possible without making mistakes.
were not explicitly matched for neighborhoodrkeal words were signaled with the dominant
size; however, the number of words in CELEXand, nonwords with the other hand.

TABLE 7

Experiment 2: Descriptive Statistics for Stimuli

Ambiguous Ambiguous Unambiguous Unambiguous

few senses many senses few senses many senses
Example Pupil Slip Cage Mask
N 32 32 32 32
Wordsmyth meanings 2.03 2.09 1.00 1.00
Wordsmyth senses 5.19 14.22 5.25 14.41
WordNet senses 4.88 11.84 5.00 11.19
Frequency 5.40 5.43 5.43 5.50
Concreteness 5.19 5.07 5.06 5.05
Familiarity 411 4.24 4.17 4.24
Length 4.47 4.41 4.47 4.53
Syllables 1.19 1.09 1.16 1.09

Neighbors 6.03 7.78 5.91 6.25
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A practice session, consisting of 64 items not The main effect of the number of senses wa:
used in the analysis, was given to familiarizeignificant £,(1,22)= 14.6,p <.001;F»(1,121)
participants with the task. Each of the four lists 4.42,p < .05); words with many senses were
was presented in a separate block of trials. Paesponded to 14 ms faster than words with few
ticipants were given a short break after eadenses. Ambiguous words were responded to
block. Each block began with 10 stimuli not inms slower than unambiguous words, althougt

cluded in the analysis. this effect of ambiguity was not significant in ei-
ther analysisK,(1,22) = 2.9,p > .1, F,(1,121)
Results = 1.3, p > .2). In the analysis of inverse re-

The data from two participants were removeapons_‘e times, t_he effect of ambiguity was mar-
from the analysis because of error rates §fnalin the participants analysk,(1,22)= 3.8,
greater than 10%. Incorrect responses were bt~ -07), but was again not significant in the
included in the analysis. The overall error ratiems angly§|.sR2(ll,121):.1.5,p > .2). There
for responses was 3.6% (ranging from 0.8 was no significant interaction between these twc

7.7% for each participant). Responses long¥f'iables in either analysip & .2).

than 1200 ms were also not included in the The error data also showed a significant effec
analysis; for the word data this meant that 1.18] the number of senses; fewer errors were mad
of the data points were removed from the anal{? Words.wnh many sensegy(1,22) = 12.2,
sis. As with Experiment 1, all analyses were aldd < 005, F5(1,121) = 5.19,p < .05). In the

performed on the inverse response times; f6FO" data neither the effect of ambiguity nor the
these analyses all correct responses were |pteraction between the two variables reache

cluded. These analyses are reported only whaignificance (alp > .4).
they differ in significance from the analysis ofy5cssion

the untransformed data. . ) .
Mean values were calculated separately This experiment shows that words with many

across participants and items. The participafithSes are responded to faster and with fewer €
means were subjected to ANOVA, and the itefiP'S than words with few senses. This replicate:
means were subjected to ANCOVA. The meaiie significant word senses benefit seen in Expe
response times are given in Table 8. iment 1. This advantage for multiple senses wa:

The ANCOVA revealed significant effects ofshown alongside a small disadvantage for word:
familiarity (F(1,121) = 11.4, p < .001) and with multiple meanings. Although this difference
marginal effec‘Es of Iengtthl 121) = 3.65, Was not significant, there was no indication of the

p < .06) and frequencyR(1,121)= 2.72,p = kind of advantage for words with multiple mean-
.1). The effects of concreteness and neighbdP9s that has previously been reported.

hood were nonsignificanp > .5), and so these EXPERIMENT 3

variables were removed from the ANCOVA. ]
Experiments 1 and 2 have shown that worc
senses and word meanings have very differer
TABLE 8 effects on vis.ual Iexicall decisions. Ambigl_Jity
. _ between multiple meanings produces a disad
Experiment 2: Mean Response Times (RT) and Percenta%e . .
Error Rates antage, while multiple senses produce faste

responses. This experiment investigates whethe

_RT(ms) these contrasting effects of ambiguity are alsc
Ambiguity Senses  Mean  SD  Error (%) present in the auditory domain, using the sam
Ambiguous Few 587 143 408 factorial design as Experiment 2.
Ambiguous Many 578 135 1.77 We argue that the ambiguity effects seen ir
Unambiguous  Few 586 141 2.99  Experiments 1 and 2 reflect the influence of
Eg?&‘ggsous Many 6?%7 114239 31.9623 amodal semantic representations on visual wor

recognition. If this is the case, then it is of inter-
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est to see whether the same pattern emergesliimare both orthography and phonology, and dif
the auditory domain. It is possible that semantfer only in their meanings.
information plays a similar role across the two As well as allowing us to investigate the pat-
domains, but it is also possible that the temporedrn of ambiguity in the auditory domain, this
characteristics of speech may reduce the role @tperiment also allows us to check whether the
semantic information on spoken word recognpseudohomophone nonwords used in Experi
tion compared with visual word recognitionment 2 were crucial to obtaining the observec
However, we do know that the semantic inforpattern of results. It is not yet clear how these
mation relating to spoken words is accessawnwords affect lexical processing, and so for
early on, prior to the word becoming uniqueis to argue that these ambiguity effects have im
(Marslen-Wilson, 1987; Zwitserlood, 1989)portant implications for models of word recog-
and this makes it at least possible that auditonjtion, they should be shown in the absence o
lexical decision will show an influence of sepseudohomophones.
mantic ambiguity. However, the primary aim of this experiment
A study by Holley-Wilcox (1977) (cited in & is to try and replicate the ambiguity disadvan-
McCusker, Hillinger, Bias, 1981) supports thigage, which was significant in Experiment 1, but
idea that it is possible to detect effects of senot in Experiment 2.
mantic ambiguity using auditory lexical deci-
sion. They found that auditory lexical decisiond"'€thod
were significantly slower for homophones like Participants The participants were 26 stu-
plane and plain, which although sharing the dents at Cambridge University. All had English
same phonology are spelled differently, thaas their first language.
for nonhomophones. This result can be ex- Stimuli and designThe word stimuli were se-
plained by assuming that competition betweelected to conform to the same<22 factorial de-
the different meanings of the homophones isign as in Experiment 2. Seventy-seven percer
slowing the recognition. This is consistent withof the words selected were also used in Experi
the ambiguity disadvantage seen the visual dorent 2. Twenty-three words were selected to fill
main in Experiment 1 and suggests that compeach cell of the factorial design; the number of
tition between the different meanings of amwords in each cell is smaller than that used ir
biguous words does play a role in the auditorxperiment 2 because of the additional phono
domain. logical constraints used to match the groups.
However, a possible problem with using ho- The four groups of words were matched for
mophones that are not homographs to look f@ELEX frequency (log-transformed), number
semantic ambiguity effects is that there may baf phonemes, the phoneme at which the worc
interference between their different orthobecomes unique, actual length of the words ir
graphic representations. Although it may seems, concreteness and familiarity. Concretenes
unlikely that interference between orthographiand familiarity scores were taken from the
representations should affect an auditory taspretest described in Experiment 2. All words
this idea is supported by Ziegler and Ferrantuhd only one syllable.
(1998). They found slower auditory lexical deci- The properties of the words are summarizec
sions for words whose rimes could be spelled in Table 9; the words themselves are listed ir
more than one way (e.gleep. This raises the Appendix C. The nonword stimuli were created
possibility that orthographic interference mayo be as word-like as possible, and had a simila
have contributed to the finding of Holley-distribution of lengths to the word stimuli.
Wilcox (1977) and makes it preferable to avoid Procedure The organisation of the stimuli
such items in any experiment designed to shamto four blocks of trials followed the same pro-
the effects of semantic ambiguity. Thereforesedure as Experiment 2. The onset of each iter
Experiment 3 uses the same ambiguous wordss 1000 ms after the participants’ response f
as the visual experiment, words likark that the preceding item. If the participant did not re-
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TABLE 9

Experiment 3: Descriptive Statistics for Stimuli

Ambiguous Ambiguous Unambiguous Unambiguous

few senses many senses few senses many sense
N 23 23 23 23
Wordsmyth meanings 2.04 2.13 1.00 1.00
Wordsymth senses 5.43 13.61 3.59 14.00
WordNet senses 5.00 11.43 4.43 10.17
Frequency 5.30 5.34 5.42 5.43
Concreteness 511 5.01 5.08 4.99
Familiarity 4.17 4.30 431 4.33
Length 610 602 601 605
Phonemes 3.43 3.43 3.52 3.56
Uniqueness 3.70 3.87 3.78 3.74

spond within 3000 ms of the onset of a word, the There was a significant effect of the number
next item was presented. Participants were totd sensesK;(1,21) = 20.7,p < .001; F(1,86)
to decide whether each sound was a real English6.6, p < .05). Words with many senses were
word and to respond as quickly as possible withesponded to 33 msec faster than words witt
out making mistakes. Real words were signalddw senses. The effect of ambiguity was alsc
with the dominant hand, nonwords with thesignificant F,(1,21)= 22.4,p < .001;F,(1,86)

other hand. = 4.7,p < .005). Ambiguous words were re-
sponded to 29 msec slower than unambiguou
Results words. The interaction between these two vari-

The data from four participants were removedbles was significant in the subjects analysis bu
from the analysis because of error rates of greataot in the items analysig;(1,21) = 16.5,p <
than 10%. Incorrect responses were not include@01;F,(1,86)= 2.3,p > .1.
in the analysis. The overall error rate for re- The error data showed a similar pattern of re-
sponses was 5.8%. Responses longer than 1560ts to the response time data. Fewer error
ms were also not included in the analysis; for thevere made to words with many senses, althoug
word data this meant that 2% of the data pointthis difference was only significant in the sub-
were removed from the analysis. As with Experijects analysis and marginal in the items analysis
ments 1 and 2, all analyses were also performdf,(1,21)= 10.5,p < .005;F,(1,86)= 2.7,p <
on the inverse response times; for these analysd3. Fewer errors were also made to unambigu
all correct responses were included. Thesmis words compared with ambiguous words, al
analyses did not differ in significance levels fronthough this difference was only marginal in the
the untransformed data and so are not reportedubjects analysis and did not approach signifi

Mean values were calculated separately
across participants and items. The participant TABLE 10
means were SUbjeCted to an ANOVA, and th%xperiment 3: Mean Response Times (RT) and Percentag
item means were subjected to an ANCOVA. The ‘ Error Rates
mean response times are given in Table 10.

The ANCOVA revealed significant effects of __RT(ms) .
familiarity (F(1,86)= 4.6,p < 0.05) and length Ambiguity Senses ~ Mean  SD  Error (%)
(F(1,86) = 236,p < 0.001). Concreteness, fre-ampiguous Few 986 176 8.3
quency, number of phonemes, and uniquenessbiguous Many 935 174 4.3
point were not significant predictors of responsgnambiguous  Few 939 167 5.7
times p > .2); these variables were not included’"@mbiguous  Many 924 186 3.6

Nonwords 1031 173 6.0

in the ANCOVA.
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cance in the items analysis$,(1,21) = 4.2, parent advantage for words with multiple mean-
p < .06;F,(1,86)= 0.7,p > .4). The interaction ings, but our data suggest that they must accon
between the two variables was not significant imodate exactly the reverse effect. This chal

either analysisg(> .4). lenge is less problematic than might be
) ] expected.
Discussion The ambiguity disadvantage is a natural pre-

This experiment has shown that the pattern dfction of models in which words compete for
ambiguity effects in the auditory domain is esthe activation of semantic representations
sentially the same as in the visual domain; dfsaskell & Marslen-Wilson, 1997; Hinton &
advantage for words with many senses coexiskéallice, 1991; Joordens & Besner, 1994; Plaut
with a disadvantage for words with multiplel997; Plaut & Shallice, 1993). As discussed ear
meanings. A second important feature of thiger, in these models interference between the
experiment is that it shows the effects of multidifferent meanings of ambiguous words would
ple senses and multiple meanings without thielay their recognition relative to an unambigu-
use of pseudohomophones. This demonstrawss word. As noted by Joordens & Besner
that these nonwords are not necessary to see (h894), an ambiguity advantage can be pro:
pattern of results seen in Experiment 2 and suguced by these models only if an additional
gests that the ambiguity effects we have demomechanism is present to overcome this semanti

strated are pervasive in word recognition. competition. Our results suggest that no sucl
mechanism is required.
GENERAL DISCUSSION The ambiguity disadvantage reported here re

The results of these three experiments reprgoves a major hurdle for models in which
sent an important challenge to accepted viewswbrds compete to activate distributed semantic
how semantic ambiguity affects recognition ofepresentations. The ambiguity disadvantag
isolated words. Previous reports of an ambiguityaturally emerges from the semantic competi-
advantage have been interpreted as showing thiat present in such models and has been show
there is a processing advantage for words that a model of this type where a simple least
have multiple meanings. A range of models hasean square algorithm was used to learn th
been put forward to explain how this advantagaapping between distributed orthographic anc
might arise. semantic representations (Rodd, 2000).

Our analyses of the stimuli used in three of This new pattern of results can also be ac-
the clearest demonstrations of this effect sugommodated by those models in which words
gested to us that the accepted interpretaticompete to activate abstract word nodes within
might be incorrect and that related word senseslexical network. Earlier, we discussed how
and not unrelated meanings might be respongitese models could produce an ambiguity ad-
ble for this processing advantage. The results wiintage by assuming either that ambiguous
the three experiments reported here support thi®rds are more efficient at inhibiting competi-
view. In all three experiments we found a signiftors, or that they benefit from having multiple
icant benefit for words that have many sensempetitors in the race for recognition. Inter-
compared with words with few senses. In corestingly, these models can just as easily accom
trast, ambiguity between unrelated meaningsodate a disadvantage for words with multiple
consistently produced a processing disadvameanings. As in all experiments of this type,
tage; this ambiguity disadvantage was signifthe ambiguous words and unambiguous wordzs
cant in Experiments 1 and 3. We now considevere matched on total frequency. This means
the implications for models of word recognitionthat the frequency of each meaning of the am-

o biguous words is on average half that of the un-
The Ambiguity Disadvantage ambiguous word. This difference in the fre-

We have already discussed how models ofiency of the word meanings could produce

word recognition have tried to explain the apfaster lexical decisions for the unambiguous
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words. Further, if lateral inhibition were pres-Hinton & Shallice, 1991; Joordens & Besner,
ent between all word nodes within the lexicall994; Plaut, 1997; Plaut & Shallice, 1993). In
network, including the nodes corresponding tthese models, the ambiguity disadvantage arise
the different meanings of an ambiguous wordyecause of the difficulty in mapping a single or-
this would act to slow the recognition of am-thographic or phonological pattern of activation
biguous words. to multiple patterns of semantic activation. The
Therefore, it appears that both classes dffferent possible semantic patterns interfere
models considered here can accommodate théh each other, and the additional time that it
ambiguity disadvantage. The question that réakes for this competition to be resolved pro-
mains is whether the ambiguity disadvantagguces the ambiguity disadvantage. If the ambi-
should simply be explained in terms of an effegjuity disadvantage is indeed caused by this
of frequency of word meanings, or whether winterference between competing semantic pat
can claim that it provides evidence of competierns, then we would expect to see an effect of
tion between the different meanings of wordsneaning relatedness. The level of interference
We suggested earlier that looking for an effecs related to the degree of overlap between the
of meaning relatedness might help us to detawo patterns, such that any semantic feature:
mine the mechanisms by which any observeshared by the two patterns will reduce the inter-
ambiguity effects might arise. ference. As with the ambiguity disadvantage,
In Experiment 1 we found that, at least in théhis relatedness effect has been simulated in
visual domain, the ambiguity disadvantage isiodel where a simple least mean square algo
modulated by the relatedness of the two mearithm was used to learn the mapping between
ings of the ambiguous words; within the worddlistributed orthographic and semantic represen
that we classified as ambiguous between multations (Rodd, 2000).
ple meanings, there was a benefit for those wordsin summary, the ambiguity disadvantage re-
whose meanings were moderately related. Thi®rted here, together with the relatedness effec
suggests that the ambiguity disadvantage canmain most easily be interpreted as evidence the
be explained solely as the results of a frequencgmpetition to activate a distributed semantic
bias; this account cannot allow semantic factorepresentation is a fundamental part of the worc
to modulate the size of the ambiguity disadvamecognition process.
tage. Similarly, the relatedness effect suggests
that the effect cannot be explained entirely as ren® Sense Advantage
sulting from lateral inhibition between abstract All three experiments reported here found
word nodes; if the effect was entirely presemathat lexical decision times are faster for words
tic, there would be no mechanism by which theith many dictionary senses than for words with
semantic relationship between the two meaningsly a few senses. This result is somewhat cour
of a word could play a role. terintuitive. Given that ambiguity between mul-
The only way to explain the relatedness eftiple meanings produces a processing disadvar
fect in a nonsemantic way is to assume that tage, why should ambiguity between multiple
sufficient number of the words that we classedenses produce the reverse effect? If we acce
as ambiguous between different meanings, wetkat the ambiguity disadvantage reflects interfer-
in fact ambiguous between multiple senses; wence between the different meanings of ambigu
think that this is unlikely. Therefore, we believeous words, then although the interference be
that the modulation of the ambiguity disadvantween different senses would be reduced relativ
tage by meaning relatedness is evidence of the words with multiple meanings, this interfer-
active involvement of semantic representationsnce would surely slow recognition relative to
in the process of lexical competition. This isunambiguous words. The result is equally prob-
consistent with models of word recognition inlematic for models in which words compete to
which words compete to activate semantic refactivate abstract word nodes. If we assume the
resentations (Gaskell & Marslen-Wilson, 1997different word senses correspond to different
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word nodes, then we would expect multiplsense effect would need to assume that this bel
senses to delay recognition in the same way efit for semantic richness is sufficient to over-
multiple meanings. Alternatively, if we assumeome any disadvantage caused by the ambiguit
that multiple senses correspond to a single lexif these words.
cal node, we would expect them to be recog- This is related to the Schwanenflugel, Har-
nized as quickly but not faster than unambigurishfeger, and Stowe (1988pntext availability
ous words. account of the concreteness effect. They clain
This idea that multiple senses might be exhat contextual information about words is nec-
pected to show a similar, but possibly reducedssary for the integration that occurs in compre
ambiguity disadvantage is reinforced by receititension, and that concrete words are processe
evidence from Klein and Murphy (2001). Theymore easily because of the ease with which con
embedded polysemous words in two differertextual information can be accessed. Schwaner
phrases which biased the reader interpretationftogel et al. (1988) report evidence that concrete
either the same or different senses of the wordess has an effect on lexical decision time only
they found that sense consistency aided botfhen it is confounded with contextual availabil-
memory and comprehension. From this theify; when contextual availability, frequency, and
concluded that there are separate represerf@miliarity were partialled out, concreteness did
tions for the multiple senses of polysemousot significantly predict response times, wherea:
words. If the representations of the meanings obntextual availability accounted for a signifi-
different word senses are sufficiently indepenaant proportion of the variance independent of
ent to produce this pattern of results, then wieequency and familiarity. It is possible that con-
would expect the interaction between multipléextual information may be more readily avail-
senses to delay recognition in a similar, akble for words that have many senses and whic
though reduced, way to that seen for words witlire used in a wider range of contexts.
multiple meanings. This suggests that an addi- A third possible explanation of the sense ef-
tional mechanism is necessary to explain tHect is that it is a direct result of using a task in
word sense advantage, and that this mechanisrhich words are presented in isolation without a
would need to be sufficiently strong to oversentential or semantic context. As already
come any effects of semantic competition bestated, words with many senses can be used in
tween different word senses. wide variety of contexts, and it is possible that
One possible explanation of the word senghis experience results in the development of «
benefit is that words with many senses anglatively context independent representation o
words with few senses differ in the amount afhe word. On the other hand, words with few
semantic information contained in their semarsenses are used in a far more restricted range
tic representation. In other words, a word witlsontexts and so may develop representation
many senses can be considered to be semantitose access is more dependent on the word a
cally rich. This is essentially the same argumeptaring in the appropriate context. This differ-
that Plaut and Shallice (1993) put forward to a@nce in the extent to which the lexical represen
count for the processing benefit of concretation of the words are context independent may
words over abstract words. In their computebe important when participants are asked to rec
tional account of the concreteness effect, thagnize the words without any context. Presum-
difference between abstract and concrete wordbly this task is more difficult for the words with
is reflected in the number of semantic features fawer senses whose representations are mo
a distributed semantic representation; abstrambntext dependent.
words were given fewer semantic features thanA final possible explanation is that the word
concrete words. These additional features preense benefit reflects differences in the attrac
duce more stable representations, which in tutar basins that develop within a distributed se-
lead to faster settling times for words with morenantic network. As noted by Kawamoto
semantic features. Such an account of the word®993), the different senses of a word corre-
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spond to a set of highly correlated patterns alisambiguate between individual word senses
semantic activation, and these senses will cofef. Klein & Murphy, 2001).
lectively create a broad, shallow basin of at-
traction, containing more than one stable state, CONCLUSION
corresponding to each different sense. It is The data reported here require us to recon
plausible that under certain conditions, settlingider how semantic ambiguity affects the recog-
into the correct attractor may be quicker fonition of isolated words. While we do not con-
such a broad attractors, compared with thsider these data to be inconsistent with the
steep, narrow attractor basins that would desxisting ambiguity advantage data, they do con
velop for words with only few senses. Thistradict the accepted interpretation of these date
could potentially explain the opposite effectdVe have found that multiple meanings delay
of the two types of ambiguity; while multiple recognition, while multiple senses produce a
meanings correspond to separate attractprocessing advantage. We therefore claim tha
basins, multiple senses correspond to multipline ambiguity advantage reported in previous
stable states within a single, broad attractastudies should be interpreted as showing a ben
basin. This hypothesis needs to be assessedfiiyfor words with many senses; this is consisten
performing the appropriate network simulaboth with the data reported here and our analysi
tions to determine the conditions under whictof the stimuli from previous studies.
such a pattern of effects might arise. Our claim that ambiguity between multiple
Further, this hypothesis can be extended tmeanings can slow lexical decisions is entirely
suggest that the word sense benefit mightew. Yet it can apparently be incorporated into
emerge only in lexical decision, and not in anost current models of word recognition by as-
range of other tasks. In lexical decision, particsuming that there is competition between the
ipants may be able to respond correctly on theifferent meanings of ambiguous words or that
basis of the general familiarity produced by acthere is an advantage for the more frequent
cessing a representation of the word’s cormeanings of unambiguous words compared
meaning, and it is not necessary for them twith ambiguous words matched on overall fre-
disambiguate between a word’'s differentjuency. However, the finding that the ambiguity
senses. In terms of attractor structure, it is poshsadvantage is modulated by meaning related
sible that the response is made as soon as thess suggests that the effect must, at least i
pattern of semantic activation has entered thgart, be due to competition to activate a distrib-
broad attractor basin corresponding to thated semantic representation. It is less cleal
word’s meaning, but before the activation hakow the word sense benefit should be inter-
settled into a stable state corresponding to @reted, and further work is required to deter-
particular sense of a word. This explanation ofmine the cause of this intriguing effect.
the word sense benefit predicts that, if we loolonetheless, the overriding message from this
for an effect of word senses on a task which reseries of experiments is that the word recogni-
quires the retrieval of a particular sense of thdon process is intimately tied in with the com-
word, then the sense benefit should be elimpetitive process by which the stored meanings
nated and possibly reversed due to the need ¢d words are retrieved.
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APPENDIX A

Experiment 1 Stimuli
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Ambiguous words

Unambiguous words

admit advance affair arms bus fee
article badger bark batter baby fun
blind bonnet bowl boxer clay sane
bridge broke bulb cabinet coal grow
calf can cane case frog seek
chance charm chest china goat item
clog company craft cricket lung task
deed degree dense digit hill vote
dry express feet fence tent warn
firm fling free glare lake poet
glass grain hamper horn tiger alone
interest jumper kid kind apple fraud
last late lean left bible grief
letter lie like limp brain dozen
lobby marble march maroon cider unite
might nail net novel cigar urban
odd organ palm panel glove thief
park patient peer picket hotel throw
pine pitcher poach poker lorry amuse
pole pride pupil ram metal brutal
rare rate reflect refrain ocean misery
ruler sack safe sage river prayer
scrap screen seal season cattle terror
second sense sentence shed forest winter
sign spade speaker spell weapon dollar
stable staff stag stalk rabbit travel
stamp staple static stern throat destroy
store strand straw swallow custard kingdom
swear temple tend tense diamond citizen
term toast trial trust
uniform vent watch yard
APPENDIX B
Experiment 2 Stimulus Groups
Ambiguous Unambiguous
Few senses Many sens Few senses Many senses
ash angle ant belt
calf bark bandage bend
chap blow bet bite
cricket boll bone burn
cuff bowl bulk dip
fleet bust cage drain
fudge clip cake feather
hide clutch carton flash
lime compound crew grip
loaf duck crude hammer
loom flush deaf hang
mint fold farm hook
mole gag feast load
novel gum foam loop
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Ambiguous Unambiguous
Few senses Many sens Few senses Many sense:
page hail harsh mask
pen jam heap nest
pine jar hinge pinch
poach lap hurdle roll
port lean join saddle
prune lock lump scan
pupil pitch path shade
rare scale profit slice
rash seal request slide
rifle slip rust smash
stable spell silk sour
stern stall slim spin
stunt stem slot steam
tend strain snake sway
tense strand soap thread
toast stud spy tread
utter swallow stain whip
yard tap trot wire
APPENDIX C
Experiment 3 Stimulus Groups
Ambiguous Unambiguous
Many senses Few sens Many senses Few senses
bark calf belt ant
boil chap bite bone
clutch fleet bounce crude
duck fudge chill farm
fit hide dip feast
flush loaf drain fog
fly mint hook grin
fold mole kick growl
fret page loop guess
gag pen mask harsh
gum pine nest hinge
hail poach shade loud
jam port slide rust
jar prune smash shirt
lean rare snap silk
lock rash soak sip
seal sage spin slot
slip stern steam snow
spell stunt sway soap
stall tend thread spy
stem tense tread stain
stick toast wheel task
stud yard wire winch
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