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v _mmspaperpresents
a novel approach using Wordnet, which is improvement
 over the existing methods, and at the same time simple
~ and more efficient. The results have been shown using

Key words:Information Retrieval, Information

 Extraction, Synonymy, Polysemy, Disambiguation, Word
context.

1. Introduction
‘The word-sense ambiguity due to polysemy is a major
barrier for many systems that accept Natural Language
(NL) input {1]. Due to this, a language translating system
- may translate two different senses of an English v-ord into
- very different words in another language, Therefore,
 systems for machine translation must be able 10 determine
e sense, which the author had in mind. In IR and |, ¢
10 elicit material relevant (o one sense of
elicit unwanted material releyap
vord. For example, in computer.
student asking the meaning of a worq

to pick the right one. Choosing among the alternative

6 4 Scnicuce should be supplicd, s meaming in the
context of the sentence, and not a list of senses from which

senses of a polysemous word is a matter of distinguishing
between different sets of linguistic contexts m which the
word form can be used to express the word sense. Human
are quite skillful in making such distinctions. For mstance.
in the sentence “he nailed the boards across the windows™,
we do not notice that the words “board”™ and “nailed™ are
polysemous. Similarly, the queries

(i) Batin his hands flies high,

(i1) Crane is in the field

are ambiguous. We as human we are able to resolve the
ambiguities in these. However, to a machine in the first
case it is not clear whether the bar stands for an nstrument
for playing a game or for the special kind of a bird.

Similarly, in the second example it is not clear whether

crane stands for a lifting machine or a bird with long neck.

yet.

Different works in Word Sense Disambiguation are due

How human mind makes such distinctions is not very clear '
to follow |

ing. Sanderson and Rijsbergen [2], who use

artificially ambiguous words called pseudowords; Krovetz

and Croft [3) attempt to resolve the lexical ambiguity using

Longman Dictionary of Contemporary English (LDOCE);

Rilof and Lehner; (4] have used training corpus for

disambiguation in the application of automatic text

classification; Voorhees 5] has used WordNet for

disambiguation iy (e text retrieval applications

use of stem vectors: and Roth |6) has used statistics bz



- information retrieval Systems”,

An algorithm for word sense identification must

distinguish among the Sets of linguistic contexts, raising
the question of how much context is required. There are
number of ways to define the linguistic contexts. In the
method presented here, sententia] context has been used.

As per this, two words co-oceur in the same sentence if

their contexts are same. Therefore, sense identification is

a matter of disambiguating among the sets of sentential

contexts. Valid sense of an ambiguous word is found based

on closeness of its sense to sentence context. Successful

disambiguation of the words, like crane and bat would

resolve the problem of retrieving the non-relevant

documents, thus raising the precision of IR.

There are three basic approaches to Word Sense

Disambiguation (WSD) [7]:

1

The WSD based on the synonyms information
provided by the machine-readable dictionaries
(MRDs) and thesaurus [8]

The WSD program learns the necessary
disambiguation knowledge froma large sense-tagged
corpus, in which word occurrences have been tagged
manually with senses from some wide coverage
dictionary, such as LDOCE or WordNet. After
Jearning on sense tagged corpus, in which all the
occurrences of a word has been correctly tagged, the
WSD program assigns the correct sense to the word.
This technique is called as supervised learning.
WSD uses the information gathered from raw
corpora. This technique is called unsupervised

learning.

\ y Wﬂkuﬂ' e - ’-n‘l #

Themethodpresentedinth'mpaperusesﬂ:emod‘xﬁed
approach of firgt method above. The method is based on
the following hypothesis: Representation of word senses
in Network form shows the association, and thus the
relations between different words. This can help in fast
and easy navigation through the word senses, and can find
the relation between different words through the transitive
and asymmetric relations, thus resolving the ambiguity
between the words.

A semantic network is one such representation

technique for word relations [9]. The next sections present
the methodology, illustrative example and their results.

2. Semantic Networks

Semantic networks are used to represent a graphical
relationship between categories of objects. A semantic
network consists: (i) nodes, denoting objects, (2) links,
denoting the relations between the objects, and (3) link
labels, which denote the particular relations. From the
semantic perspective, the meaning of nodes and links
depends on the application. The relations among the
objects in this network are specified with the help of
operators: subset, member, and properties. Following isa
typical case of some objects and relations between them,

which is graphically represented in figure 1 using a
semantic network.

Mammals © Animals
Birds ¢ Animals

Cat ¢ Mammals

Bat ¢ Mammals
Penguins c Birds
Mammals Has_Legs 4
Birds Has_Property Flies
Cheetah € Cat

Pat € Bat

Opus € Penguin
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 network, if there is any path leading from one object w, to
%Hmﬁm nodes, then w, and w, are
related, otherwise not. The nodes in a continuous link form
“a common context, helping in resolving the ambiguity.

" Due to the relational and inheritance properties of
“semantic networks, the lexical and semantics knowledge
‘of dictionary words can be represented using these
_ ‘networks, The word forms represent nodes in the network,
: ‘and various relations between them, like — Synonimity,

‘category, and subcategory.

3, WordNet
‘WordNet is a manually constructed online lexical reference

public domain dictionary in which Lexical objects are
organized semanrically with basic distinction between
nouns, verbs, adjectives, and adverbs (table 1) [10] [11].

Number of
| senses
116317
22066
29881

5677
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}{MM@LM control panel, instrument panel,
panel}, {board, circuit board, circuit card}. To

Q\e s

duantlgmted)ewordboard, it needs to be established

as which sense out of these nine is a valid sense.
The primary semantic relation defined in WordNet is
the “is-a” relation. Each concept subsumes more specific

concepts, called hyponyms, and is subsumed by more
general concepts, called /iypernyms. Thus, the synsets are

organized in a hierarchy via super-class/sub-class

relationship in the form of hypernym/hyponym. A word

concept represented by the synset {x, x¢, ... } is said to be

a hyponym for the concept represented by the synset {y,

»¢,...} ifone accepts sentences constructed from this, such
as, Anx is a (kind of) y. This relation can be represented
by pointers from x to y and reverse. Figure 3 and 4
illustrate the examples of hypernym and hyponym,

respectively, for the word form board.

The noun board has 9 senses( first nine from
tagged texts)

L.baard ~ - (a conunittee having supervisory pow-
ers; “the board has seven members ™)

2. board- -(the flai piece of material designed for
a special purpose: “he nailed the boards across
the windows ")

9. dining table, board - - (a wable at which meals
are served; “he helped her clean the dining ta-
ble"; “a feast was spread upon the board")

The verb board has 4 senses (first 2 from ta gged
fexts)

Lboard, get on - - (get on board of (trains, buses,
airerafl, ships, ec.))

Figure 2 : Part of the entry for board inWordNet.




3: Hypernym (board is a klnl of ...) from
WordNet. i

on, and since there is a single super-ordinate, it

ates a hierarchical structure, in which a hyponym is
to be below its super ordinate. This forms a chain of
. tions. A hyponym inherits all the features of the more
gen ric concept and adds at least one feature that
distinguishes it from its superordinate and from any other
onyms of that super-ordinate. For example, the concept
(Cat} has hypernym {mammal}, and one of its hyponym
, {Cheetah}. Thus, a lexical tree can be constructed by
~ owing trails of superordinate terms, like: cheetah @®
,w @® mammal @® animal. Here ‘@®’ is transitive
asymmetric semantic relation that can be read ‘is-a’
‘is a kind of (ako)'. By convention ‘@® * is said to
oint upward. This design creales a sequence of levels or
hierarchy, going from many specific terms at the lower
level 1o a few generic terms at the top. Hierarchies also
provide a conceptual skeleton for nouns, Whenever it is
the case that a noun v(@—» a noun w, there is always an
~ inverse relation, w ~— v. The inverse semantic relation
i goes from generic to specific, s0 it is a specialization.
" Thus, due to the existence of subordinate/superordinate
i -'telatlon the WordNet can be searched upwards as well as

downward at equal speed,

The relations between synsets in WordNet builds &
complex semantic network guides in navigation for
searching the relations among the synsets, which in turn
helps for disambiguation. :

4. Disambiguation Model
The disambiguation principle used here is based on
following hypothesis: the meaning of a sentence is result
of the combined effect of semantics of words used in that
sentence. Thus, there is a sort of dependency relanonship
between the senses of words in a sentence, and the sense
of each word is affected by the sense carried by other
words in the sentence. For example, the words in the
phrases — “sales tax”, “class teacher”, “flood control
scheme”. the word “tax” indicates that it is the one which
is due to the “sales”, the word “teacher” stands for the
one who is for teaching in the “class”, and “control” stands
for the one used for “flood”. This dependency of meanings
among the words in a sentence can be explored to eliminate
the ambiguity in the meaning of words ina given sentence.
Due this interdependency of semantics of words in a
sentence, there will be some overlapping words between
one of the sense definition (the one which corresponds to
the valid sense as per the current sentence's context) of
the word to be disambiguated, and the sense definitions
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~ and hypen ;:;h" his word, taken one by one V/s the
| mm@fuuofﬂs context words in the
sentence taken together, The word sense, including its
WWMMMMhp with
the sense definitions of rest of the context words in the
sentence, is correct sense in this context. In case no overlap
is found, which may be due to a new word, or the context
‘domain is rare. In such cases, the most frequently used
sense of the word being disambiguated is taken as valid
sense, i.e., position one in the list of senses of that word.
The algorithm in figure 5 finds the valid sense of a
single word in the query phrase or query sentence. Exactly
same method can also be used for disambiguation of
words, sentence by sentence, in the text to be searched
for Information Retrieval and Information Extraction.
figure 6 illustrates the process of word sense
disambiguation.

The problem of ambiguity is more serious for smaller
size queries, In the case of longer queries, a single
ambiguous word plays a small role in determining the
sense of the query, as the sense of the query sentence is
decided by the large number of remaining context words,
until unless there is not a large number of ambiguous words
in the query. Let there be a query sentence ¢, and it js
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PJ!W sets fof“‘l - S {S‘, s? .-
hypernyms sets fors,...s, 1, 0,0, T, F 588
temporary storage

Algorithm - Disambiguate:

1. Parse the query q and find its noun, very,
adj,andadv

2. Eliminate stopwords in q

3. q'=q-(w :

4 C = NUL, / set of sense definitions of 3
words inq’

5. foreach context word ve q" do

a. C=Cu synsetof v
6. for eachs;. i=1.m do
i 1) =|s; n Q) /lcontext term overlapping with
synset
ii. = |PinC| // context term overlapping with
hyponym of s
ii. 13 = |8 C| // context term orerlupping with
hypernym of s
vT,=04+06Lt14
7. find the largest of T,
8 ifTi#O
output — “d; is closest sense of w"
else
output sense No.l(i.e . most frequently used
sense for v)
9. end

T, let this be T

Figure 5: Word Sense Disambiguation Algerithm.
S.1llustrative Example A
Given two query phrases, it is required to disambiguate.
the word v=board, in both of the queries, using W

and context of the query phrase. Following are the tWo

phrases:
1. Selection(n) board(n)
2. Domestic(a) wiring(n) board(n).

where ‘a’ stands for adjective form of the word, and

for noun form of the word.



6. Word S 1}"!53};;7'}:;%
Figure ord S
gu enseDisupbiggmmm 5

rent senses for board, as per WordNet, shown

;.- words in above query phrases :

4 Selectwn Senses:

* Noun selection has five senses:
choice, selection, pick - -(the act of choosmg, your

9,

choice colours was unfortunate™;
pick”)
selection - -(an assortment of things from which a

'you can take your

choice can be made; ‘the store carried a large

selection of shoes™)

3. choice, pick, selection - ~(the person or thing chosen
or selected; “he was my pick for Mayer”)

4. survival, survival of the fittest, natural selection,
selection - - (a natural process resulting in the
evolution of organism best adapted to the
environment)

5. excerpt, exact, selection - -(a passage selected from
a larger work; “‘he presented excerpts from William

James’ philosophical writings”).

Domestic Senses:

The adjective domestic has 5 senses:

domestic - -(of concern to or concerning the internal

affairs of a nation; “domestic issues such as tax rates

and highway construction”)

domestic - -(of or relating to the home; **‘domestic

servant”; “domestic science”)

‘Table 2: Overlap between
tions of selection with Synse, and hypernyms of

Number of | Total

ooooo

—

coo@

Wiring Senses:
The noun wiring has 2 senses:
1. wiring - -(a circuit of wires for the distribution of
electricity)
2. wiring - - (the work of installing the wires for an
electrical system or device)
Disambiguating board in “‘selection board”:
Let us first consider the first phrase above to disambiguate
sense of board. Here, S="selection, board™. To find out
the correct sense of board, all synonyms in each sense of
board are compared with the clubbed sense definitions of
remaining context words, i.e., S-{board} = {selection},

in the sentence S. It has been found that the sense 1 ir
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- 0
o | awied ohpEE Y algih

S T TR N | Bt
| “device” 3 times | 03
i |V 901y Wn0el |}
M 0 o |
“electrical” 2 10 |
i nmes,
“device” 5 times !

“electrical” 10 15
times,
‘ “device” 5 times
9. 0 0 0

Thus correct sense of board in the phrase “selection
board” is
1.board — (a committee having supervisory powers; “the
board has seven members.”)

Disambiguating board in “domestic wiring board”:
Let us consider now phrase 2 above, where, again word
form board is to be disambiguated. The context phrase is,
S = “domestic wiring board”. Just like previous case, the
correct sense of board is to be found out, from its total
nine senses to suit context present in the sentence carrying
the word board. When synonyms sets of each sense of
board are compared for overlapping words, with the
clubbed sense definitions of all the remaining context
words in the sense S, i.e., S-{board) ={domestic wiring},
the corresponding overlaps are shown in table 3. In both
the tables, numbers of overlap words in the hyponym sets

are zero for all the senses, hence not shown in the tables.

%%mntpmel control board,m

g C""‘a'“i ( ﬁ:'su'litedpanel containing switches and

36

dxals ‘and meters for controllmg electrical devnceS'
i Tiehe checked the instrument panel” “suddcnly the

board lit up like a Christmas tree”) :

8. Circuit board, circuit card, board, card - - (a printed
circuit that can be inserted into expansion slots in a
co'mp‘uter io increase the computer’s capabilities).

These show that sense of board is — “circuit board, circuit

card, board, card”. Among the many possible examples

of “boards”, it says that one type board can also be PCB

(printed circuit board) used in computers and other

electronics devices.

The other next possible sense of board, with number
of overlaps 10, is — “control panel, instrument panel,
control board, panel”. Which is also equally valid sense,
but it is more suitable for control applications. Its sense
fits better for a board in laboratory use, possibly electrical
machines laboratory.

6. Discussion and Concluding Comments

The experiments have shown that semantic network based
method using WordNet has resulted in 100%
disambiguation. The reason is that foran ambiguous word,
its synset, hyponyms, and hypernyms have been
considered for matching with the sentential context of the
ambiguous word. In addition, the WordNet synsets consists
examples of sense tagged sentences based on the word.

being considered for disambiguation. Since these




Ficul 1o get a corpus, which is general and covers all
 kind of senses of all types of words.
~ The human beings reasoning for disambiguation are

stood to be somewhat similar to the process

resceni
=

pro ide efficient navigation, and WordNet provides

d here. In this approach, the semantic networks

pointers for the purpose of navigation among the related
ords, which the disambiguation process to be is much
1 than the corpus based methods. In addition, since
o the variants of the word as well as all kinds of its
‘ jons, and in addition sentences from the tagged texts
-'_‘ have been considered, disambiguation is bound t0 be
oorrect and efficient.

: The requirement for the new method is that the sentence
the query, in which a word is to be disambiguated,
: should be sufficiently Jarge so that there are enough
contexts available to help in resolving the ambiguity. The
resolution will suffer if context words are limited.
The model of disambiguation system presented here
is based on the principle that a document relevant 1o a
query might contain either the words in the query of their
synonyms. This implies that recall can be improved by
considering the synonyms as part of the IR and IE queries.
However, if all the possible synonyms of the words in the

query are added as part of the query, then many irrelevant

so likely to be retrieved, resulting to

document are al

B

% Il. o “mm“mtw iﬁ“‘. )‘li i’?‘
ibiguation in other domain contexts. Often it is
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